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Overview

Applying distributional semantics to diachronic studies

Introduction: diachronic construction grammar

O
O
O Problem: productivity and schematicity in corpus data
O Two methods drawing on distributional semantics

O

Case studies



Diachronic construction grammar

O New approach to language change (Traugott & Trousdale 2013)

O Grammar seen as inventory of form-meaning pairs, aka
constructions (Goldberg 1995)

O E.g., the way-construction
They hacked their way through the jungle

We pushed our way into the bar

NPy V Poss, way PP

‘X moves along Y’

Goldberg, A. (1995). Constructions: A construction grammar approach to argument structure. Chicago: University of
Chicago Press.

Traugott, E. & G. Trousdale (2013). Constructionalization and Constructional Changes. Oxford: Oxford University Press.



Constructions

O Constructions come in all shapes and sizes

O Words: freckle, yellow, bespectacled, anyone
O Partly-filled words: N-s, un-Adj, V-ment

O Idioms: throw in the towel, think out of the box

O Word order patterns: NP V NP NP (ditransitive),
NP BE V-ed (by NP) (passive)



Two types of change

O Two types of change in DCxG: constructionalisation and
constructional change

O Constructionalisation
— Creation of a new form-meaning
— Usually from instances of existing constructions

— E.g.: alot of N (binominal quantifier)

[a lot}o g [OF NJ ] [ [a lot of] Npeadl

‘set of N’ ‘many N’




Constructional change

O Change in the form or meaning of existing constructions

0 E.g., wil

NP will VP NP will VP

‘want’ FUTURE




The study of constructional change

O DCxG = usage-based theory

— Important aspects of grammatical representations are
shaped by natural language use

— Constructional change can be characterized by examining
usage data, i.e., from corpora

O Two aspects of constructions are commonly described:

1. Productivity
2. Schematicity



Productivity

O The range of lexical items that can be used in the slots of
a construction

O E.g., verbs in the way-construction (Israel 1996)
— Verbs of physical actions attested from the 16th century
They hacked their way through the jungle.
— Abstract means only appear in the 19th century

She talked her way into the club.

Israel, M. (1996). The way constructions grow. In A. Goldberg (ed.), Conceptual structure, discourse and language. Stanford, CA:
CSLI Publications, 217-230.



Schematicity

O Increase/decrease in schematicity = the meaning of the
construction becomes more general/more specific

O Example: the be going to future

> Immediate future

They are going (outside) I’m going to be an It's going to rain
to harvest the crop. architect. today.



Productivity and schematicity

0O Commonly thought to be interrelated (Barddal 2008)

O A more schematic meaning can be applied to a wider
range of situations

O Hence, more items are compatible with the schema

O Example: the be going to future

— Stative verbs are incompatible with an intentional reading:
like, know, want, see, hear, feel, etc.

— The futurity meaning makes them compatible with the
construction

Barddal, J. (2008). Productivity: Evidence from Case and Argument Structure in Icelandic. Amsterdam: John Benjamins.



Productivity and schematicity

O Conversely, the occurrence of new types may contribute
to schema extension

O If a new type is not covered by the schema, the latter must
be implicitly adjusted

© : attested type

® : new type



Productivity and schematicity

O If repeated, creative uses that once sounded ‘deviant’ can
become conventional through schema extension

@ : attested type

® : new type



Productivity and schematicity

O If repeated, creative uses that once sounded ‘deviant’ can
become conventional through schema extension

. attested type

® : new type



Productivity and schematicity

O Two types of schema extension
— Change in the constructional meaning

— Change in the semantic restrictions on the slots of the
construction (host-class expansion, Himmelmann 2004)

e.g., quantifier a lot of N: gradual expansion from concrete
entities to increasingly abstract ones

O Depends on how new types are related to attested types
(Suttle & Goldberg 2011) and to the construction

0O Conclusion: interpreting changes in productivity requires
an assessment of the meaning of new types

Himmelmann, N. (2004). Lexicalization and grammaticization: Opposite or orthogonal? In Bisang, W., Himmelmann, N.
P., & Wiemer, B. (eds.), What Makes Grammaticalization: A look from its components and its fringes (pp. 21-42). Berlin:
Mouton de Gruyter.

Suttle, L. & Goldberg, A. (2011). The partial productivity of constructions as induction. Linguistics, 49(6), 1237-12609.



Operationalizing meaning

O Semantic intuitions
— Manual identification of semantic trends in the data
— Potentially subjective and limited by one’s introspection
— Does not lend itself to precise quantification

0 Semantic norming (Bybee & Eddington 2006)
— Similarity judgments provided by a group of speakers
— Also time-consuming and constraining

— Limited in terms of the number of lexical items considered

Bybee, J. & Eddington, D. (2006). A usage-based approach to Spanish verbs of ‘becoming’. Language, 82(2), 323-355.



Distributional semantics

O A third alternative: distributional semantics
O Widely used in computational linguistics and NLP

O “You shall know a word by the company it keeps.”
(Firth 1957: 11)

— Words that occur in similar contexts tend to have related
meanings (Miller & Charles 1991)

— Distributional Semantic Models (DSMs) capture the meaning
of words through their distribution in large corpora

Firth, J.R. (1957). A synopsis of linguistic theory 1930-1955. In Studies in Linguistic Analysis, pp. 1-32. Oxford: Philological
Society.

Miller, G. & W. Charles (1991). Contextual correlates of semantic similarity. Language and Cognitive Processes, 6(1), 1-28.



Distributional semantics

O Offers a solution to these problems:

— Data-driven: more objective, no manual intervention needed
— No limits on the number of lexical items

— Precise quantification

O Robust, adequately reflects semantic intuitions

— Correlates with human performance (e.g., Landauer et al.
1998, Lund et al. 1995)

— Evidence for some psychological adequacy (Andrews &
Vigliocco 2008)

Andrews, Mark, Gabriella Vigliocco & David P. Vinson. 2009. Integrating Experiential and Distributional Data to Learn
Semantic Representations. Psychological Review 116(3). 463—498.

Landauer, Thomas K., Peter W. Foltz & Darrell Laham. 1998. Introduction to Latent Semantic Analysis. Discourse
Processes 25. 259-284.

Lund, Kevin, Curt Burgess & Ruth A. Atchley. 1995. Semantic and associative priming in a high-dimensional semantic
space. In Cognitive Science Proceedings (LEA), 660—665.



Two methods

O Distributional semantic plots

To visualize the semantic development of lexical slots of
constructions

O Distributional period clustering

To partition this development into stages



Distributional semantic plots

O Visual representation of the semantic spectrum of a
construction

O Semantic distance can be derived from DSMs
— Semantic similarity is quantified by similarity in distribution
— Capture how words are related to each others

— Can be interpreted as distance in a semantic space



Distributional semantic plots

1. Determine the lexical distribution of a construction at
different points in time

2. Create a DSM containing (at least) all lexical items ever
attested in the construction

3. Compute pairwise distances between all items from the
DSM

4. Use the set of distances to locate each item with respect
to the others

5. Plot the distribution at different points in time



Distributional semantic maps

0 Pairwise distances converted to set of coordinates
O Achieved with, e.g, multidimensional scaling (MDS)

O Here, t-Distributed Stochastic Neighbor Embedding
(t-SNE) (Van der Maaten & Hinton 2008)

— Places objects in a 2-dimensional space such that the
between-object distances are preserved as well as possible

— Superior to MDS for dense spaces with many dimensions

— Proven solution for visualizing DSMs

Van der Maaten, L. & Hinton, G. (2008). Visualizing Data using t-SNE. Journal of Machine Learning Research, 9,
2579-2605.



Corpus and DSM

O Distributional data extracted from the Corpus of Historical
American English (COHA; Davies 2010)

— 400 MW from 1810 to 2009

— Balanced by decade and genre (fiction, mag, news, non-fict)
O “Bag of words” approach: collocates in a 2-word window

O Restricted to the 10,000 most frequent nouns, verbs,
adjectives and adverbs

0O PPMI weighting, reduced to 300 dimensions with SVD

O Two models: all verbs, all nouns (both with F > 1000)

Davies, M. (2010). The Corpus of Historical American English: 400 million words, 1810-2009. Available online at



c@' UNIVERSITYOF | COLLEGE OF
Py BIRMINGHAM | ARTSANDLAW

A simple example




The hell-construction

O Verb the hell out of NP (Perek 2014, 2016)
O “Intensifying” function

You scared the hell out of me!

| enjoyed the hell out of that show!

But you drove the hell out of it!

I've been listening the hell out of your tape.

| voiced the hell out of ‘b’ (heard at GURT 2014, Georgetown)

Perek, F. (2014). Vector spaces for historical linguistics: Using distributional semantics to study syntactic productivity in

diachrony. In Proceedings of the 52nd Annual Meeting of the Association for Computational Linguistics, Baltimore,
Maryland USA, June 23-25 2014 (pp. 309-314).

Perek, F. (2016). Using distributional semantics to study syntactic productivity in diachrony: A case study. Linguistics,
54(1), 149-188.



Token frequency (per million words)

The hell-construction in the COHA

0 Recent construction: first instances in the 1930s

O Increasingly popular

0 More and more verbs in the construction
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1930-1949

1950-1969

sue
argue understand

please flatter ; ightsetHn
ove surprise ove impres"‘éjrplrj'zsggoc{(
hate p. ; frrustrate
worry worry irritate embarrass
work warfother need depress
scare il scare fool
chase . i
whi pan sell
shoot beal " eat o beat  bawl
om
smals(ROCk kick knocClhang kick
lick
tear
bore bore squeeze
relax
1970-1989 1990-2009
analyze sue anelilyzecomplicate
i bribe explain
exploit R
act  avoid excuse intimidate
resent st respect flatter fascinate _ .
. amuse
adorzdmlre entertair;mpregjrpriseshoi\:ﬁ@nen ador enjoy impregjrpriseshqéﬂghé%%fuse
. puzzﬁn@hbarrass ove spoll care  \orry irritagé%mwgéﬁ iStrate
like pother _ work bother depress
la sing torment
Py scare rack scare
) kil
S)t100tdrive Healnip sel shoot beat Segat
bomb i bomb oun .
it knock kickhrash blastp o kno‘l:lb%ng kick cutslice
W Slam sla
tear scratchb push P
stSqueeze
hang scrub boreWear twistSd finch

Red: emotions, feelings, thoughts, mental activities

Blue: violent contact, exertion of force




Two domains of predilection

O Cognition verbs
bother, disappoint, shock, startle, worry
adore, enjoy, impress, love, want
analyze, explain, understand

O Verbs of hitting and other forceful actions
beat, knock, hit, kick, slap
push, squeeze, twist
blast, kill, shoot



Change in the hell-construction

O Schema centered on these two classes
O Few members outside of them: e.qg., drive, sell, sing, wear
O Too sporadic to cause schema extension

O Increase in productivity, little to no increase Iin
schematicity
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A more complex example




The way-construction

O Verb one’s way PP (Perek, submitted)
O Describes motion of the subject referent

O Two senses of the construction:
— Path-creation: the verb describes what enables motion
They hacked their way through the jungle.
— Manner: the verb describes the manner of motion
They trudged their way through the snow

— A third sense, incidental-action (not discussed here): the
verb refers to some co-occurring action unrelated to motion

He whistled his way across the room



Tokens per million words

Data

O All tokens of “V Poss way Prep” from 1830 to 2009

O Manually filtered, annotated for constructional meaning:
path-creation, manner, incidental-action

o _]
(o)
—e— path-creation —6— path-creation
o _| —&— manner Q | —& manner
Lo incidental — incidental
o _]
<
o
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N >
|_
o _]
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o _]
—
O - O —

| | | | | | | | | | | | | |
1830 1860 1890 1920 1950 1980 2010 1830 1860 1890 1920 1950 1980 2010
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The path-creation sense




1880-1929

1830-1879
scent  prew
I taste
sme simmer smeérmk
g gnaw gnaw
burrow
smooth
presssqueeze presssqueeze
wedge wedoeg
tég)rregsp butt TP flap
hin
hustl smash teC?lrJ #Ouess Iﬂ"/o”y
spell jo uste Rtt pierce A fret read
? tuffakepICk / ilot spell
Steer maneuver steerpilo orobe
e .
et gplave probe explore 92N ?xtenaprepad teach ngalenam
lie| find ) trace o wir lie find Jirac experlm&p
Sleeplrgake _ N stana PR slee ke'reaso work | o “pay
r0((1)|tspute enforce dare | argue buy purchase
) an advertise
CORALET vrestle foreg bribe batle force
bribe fight struggle bully
marshal h beg loay  trick wrestle o
beg fit Shape p forgeS13Pe
1930-1969 1970-2009
fout SM€Hrink wash ssnéﬁ é[meénnk ust mop
) aibppuff - soak "BSte simo €crub
Chew gnaw
butrow dlgSCFat[C ugbuﬁ@’@e
) bite scratghigkle
e smeoath
Squeeze prekiss st'roke
wedgsep sq iss
putt;e clutch ram (.Il.lg
figptear arrel BUtE | Jidp. [p
Paste’ {ybapy it R4St corabk ibbi smASAR puzzle
crowd takekdr raﬂootsmash scribble | rite Ill(’l)StIq)IéRS; knock vvorrye” read
cramoyICi d ake S| 4 i
"l . aneuver e navigateser maneuver write
S probe aypiore ays pilot _probe
s p fo Vrest rga N ?[rgtfeatm StLdey ngcquwe
ze
d}%amg Zsan _work p%\gm pump . seep h settle $ é’@i‘blma ine.\ (Workguee %W
live - \make).q Eﬁ@ﬁ% figure” porrow inflate k||um o (!3%{% r arl(on | bbor 8\?@6’
murderkill Ve Hatter t con | ! ht marr el é‘%‘a
o conspir comprom|se ne otiate?"V Sgrurg €T plot ¢ rg enegﬁﬁargguexport
e battle plan f digest Sribevrave strug andge
bribe n force' seduce aliigan
bully “cheat (fight) wrest/@2"29¢ baligh Ckbatt%o f@htd e stle e i
be _ forge pray & isciplin petition
9 drll odel drill forge

Clear concrete/abstract divide in the distributional semantic plot

Higher density of verbs describing forceful actions (cut, push, kick, ..),

especially in earlier periods



1830-1879

1880-1929

burrow~Liteseratch

dig Ilc'kCk
presssqueeze presssqueeze
wedge wedgeg
rip flap _ but TP flap
tearrend think t
crash Cbrfesa?k plergeec?ushk
dake Smkeleroe burst spell J"Sﬂestuff FORh bUFSt bresic
pick P lode t kepmk steerpilot
fan rF(Ja ulds eer maneuver _ stoat” AM¥Rst  melt vg
fepel elt 9 pave probe explore 9ain bore ?Xtenapread_ teach
lie/ find - trace  (vo W@:‘,) lie find )y
leak track sleepmake dis ute Jerstand S|eednake'r
oot P enforce dare
congue force

fight "wrestle

@ struggle
marshal

an
bribe fightbattle P
beg  bully . wrestle
plead eshape

beg fit Shape fotg
1930-1969 1970-2009
sao CUrin wash ust mop
nibtf Jsoak Scrub
HEW gnaw heeiib
b dig_scr%tt'&g clgbuﬁ@”@&e
UV oy Dite scratgfigkle
ruffle smaoth
/ 3 stroke
Squeeze prekiss V
wedgep Squmk!?s bhat
buttye clutch kid, talk ram g ( gamble
Wﬁptear - J la%alrel butt Jiap, . thi kJOketalk
paste . hust cgpsh r puzzle
Wrappitch Cceraok bbl X bl
crowd take. | shoot smiash brood  Scibble e Crall‘gsth)léﬂss Knock crumble Wo@ée” read
crampospick d1Verun - break read takg oot shatteireak - steer MaeLVe! write
Stedl maneuver | blast g rebe
blow —melt Probe explore yrest bare mele) stbCH pilot stud
bore feel) lie dgﬁgﬁlze Wi ,gao ?t feHace exl
i Adam egRen ; or hun settle Sf@@hmarﬁl e\ (wor UI
make oot figure kill arr | enter?é"}ﬁo aﬁ,’al ot
dlatter comprorise slaughter plof  cflatar oy : |
plan Neqo arrest ; i anrgg@ ;
si d ribéorgve st uggk 91
[anage force seduce AatRioman estle AHAL
ght) wrestle forge , S "gt 3 td|SC|pI| suepetltlon
dril model eth drill  forge

From period 2 onwards: ingestion (eat, drink, nibble, puff, sip, smoke, ..),
commerce & finance (buy, export, fund, invest, pay, spend, ..), misconduct
(bribe, bully, cheat, conspire, kill, murder, plot, rape, trick, ..)



1830-1879 1880-1929
scent  prew
| taste
sme simmer Sme(JJrink
éat gnaw ~ gnaw
dig burrow Ditescratch
burrovgmooth dig Rfick
presssqueeze presssqueeze
wedge wedgeg
rip flap butt 1P flap @b
tearrend think t
crash ~ crush hustle Ash ec?Lrlsh 9
dake) strike, break spell jostle Rtt plerce crack e read
pick pierce blslrgée steer p stuff; keplck i burst preak steerpilot _ sPell
fan spre guide maneuver ) steat Mast  melt pave probe '
‘?ﬂelt pave probeeXp|0re gain bore Xtenapread teach windain
feel wi feel find experlmen eam
track lie| find ) trace wod'k tand P lie tra perfect oy
leak sleepmake) . Unoerstan slee eason build
dispute o dare argte huy purchase
con root forgg orce ) plan advertise
AT wrestle bribe battle force
bribe  fight struggle beg bully "
marshal sh 9 leaq trick wrestie sh
beg fit Shape plea forge™ 2P€
1930-1969 1970-2009
foulsmel(erink wash Ssnéﬁ Smellink ust mop
€at pipphyff soak MB&e simo €crub
chew gnaw e RbbEEW
b d|gscratt&9 mgbuﬁ@f@g
u”oxl’ bite scratgfigkle
ruttle smeoath
Squeeze prekiss st'roke
wedgsep SQW@
puttie clutch ram cling
ptear butt flap”p
pasteliiia tch bust cepgbk )
crowd take i shootsmash scribble Crall‘gJS“@IéRSS knock  crumble <) read
crampospick)driverun piRLeak read takgl! t Shatterbreaknawgamﬂ manguver . write
steal blow melt MANEUVer hrobe oy piore blast pilot _probe
) p Wrest bore (el ré’ study acqwre
bore feel) lie Wi ,ga featt’a win,
' dgﬁg ze explﬁén ggw
fish Rl n . (work pump _ seep h t settle @@hma |r1§ wor
marry Eﬁgﬁg inflate unt g t
derkill live nge tlgure con ill marrwé%‘% Lregson %@l bbor 89@3
murder atter slaughter
rape conspwé corr}g{]omse neﬁ@tlaté’“ arrgsb plot ¢ anrgg@@e@a%memo“
bribe ballle zfnage forcé seduce Bripdrave o strug estle afeR
bully “cheat (fight) wrestle forge pray buII@*g%gggl@‘"‘ttﬁé fP@htdlsmpll suepetltlon
beg dril model drill  forge

From period 3 onwards: social interaction (chat, chatter, joke, kid, nod, quarrel,
talk), emotion (grin, laugh, smile, shrug, laugh), cognition (brood, fret, puzzle,

think, worry)




The path-creation sense

0O Many new verb classes refer to unusual ways to cause
motion: interaction, commerce, cognition, etc.

O Most uses involve abstract, metaphorical motion, e.g.:

[T]hey talk about Uncle Paul having bought his way into the
Senate!

By the time he was four he could spell his way through his
book with only occasional pauses for breath.

| sit and watch [...], grazing my way through a muffuletta.

| saw Wallace Shawn [...] lisping his way through a
mournful monologue.



The path-creation sense

O The inclusion of classes of abstract verbs is likely to
contribute to schema extension

— The verb slot is more open

— The motion component becomes more general

O Increase in both productivity and schematicity
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The manner sense




1830-1879 1880-1929
toil . crowd
o plod) Stride e storm crowd
huffl
tfread go bend shulllgetreat bend
steal dodge steal
speed . ride
drive
jolt iolt
a 10 bump d
crash trip
e thrust turn bac thrust
sweep burst ripple sweep burst
churn Mmove flash
drift ply
paddle Py row
paddle
plow plough ploughplow
1930-1969 1970-2009
jamcrowd plod strut stalk
trudge
g ste pwaéko storm
shufflehasten
dodge sneak  'OcK
idle speed hop
power crawl
lurch lurch
BB,

plow

Pumble angle
gsencﬁ de thrus?tomp

back
move dashsweep turn

swirl dlide  blaze
churn waf ply
wade tack
ski

plow

Verbs describing slow, indirect, or difficult motion: thread, trial, weave, wind,
plod, toil, tramp, trudge.




1830-1879 1880-1929
toil . crowd
o plod stride t‘:?rgptrUdgtmtoe storm crowd
tread shuffleetreat
tread go bend trample hurry go stoopb
steal ride dodge steal
speed imb drive ~ Cclamber — cregp
ol ol climp_ edge
jolt edge jolt bump dIV(,\;hlp
crash \ / trip svving
urge back
thrust turn . urge thrustburst
sweep burst ripple sweep
churn _ move flash
drift ply
paddle Py row
paddle
plow plough plou@]%low
1930-1969 1970-2009
toil plog_Stalk jamerowd plod  strut stalk
roam Pac¢ " step trudge ste pwaéko storm
tread VK @O lea shufflehasten
trot  skip , dodge sneak
speed dodge idle speed  M0p gteal
run power un imp._crawl
lurch 5 climb edge % edgg
ouncedrag \ JO| ounce rI
trip orashjigespin SIOMP ump bob ligr I|p
se g Umble an9|e ﬁl ? m
mchthrust tamp B back asenc thrus
dash SWeep ac move dashsweep
pass  burst uSh turn
churn skim churn  swirl glide  blaze
sailﬂy I waft  ply
ply
paddl\évad_e wade  tack
ski SWVIM ski
plow plow

Clumsy or unsteady motion: blunder, limp, scramble, stagger, stumble, totter

Surrounded by verbs that encode body movements to facilitate motion: bend,
jerk, lean, lunge, stoop, thrash, twist, wrench, wriggle, writhe



1830-1879 1880-1929
crowd toil

tramp
g D bend trample
Steal ride
C
climb drive
. . edge
jolt edge jolt bump C“;nvehip
ra
ﬁrraéséh trip ' I(swing
ac
thrust turn . urge thrustburst
sweep burst ripple sweez Hash
arn S
paddle Pl
plow plough
1930-1969
walk
p
cal ean sten
ip > dodge sneak  'ocK
dleé  speed N\10P steal
_ n power ru limb crawl
lurch climb edge lurct ed0é
bu bouncedrag % o[l\aN|qu y
trip crash stomp ragslip
p Seshde g umble angle slide stomp
mchthrust tamp blink back asenc thrus
dashswe flush ac move dashsweep turn
churn paslii burst

plow

More ‘neutral’ manners of motion: walking (stride, strut, tiptoe, walk, ..), rapid
motion (power, run, speed, ..), liquid motion (course, drip, sift, ooze, ..), vehicle/
theme (fly, paddle, ply, sail, ski, ..)



The manner sense

00 Difficult motion = semantic ‘core’ of the construction
(Goldberg 1995)

O Increase in diversity in later periods
O Non-difficult motion becomes more prominent

O Likely interpretation: increase in schematicity of the verb
slot, from difficult motion to general manner of motion

Goldberg, A. (1995). Constructions: A construction grammar approach to argument structure. Chicago: University of
Chicago Press.
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One last example




The many a Noun construction

O A nominal construction: many a N (Hilpert & Perek 2015)

0O Conveys plurality (='many Ns’)

Many a sailor has suffered from scurvy.

[T]he volumes offer favorable contrast with many a book
published in recent years.

For many a day the flowers have spread.

The old meeting house has stood many a storm.

Hilpert, M. & Perek, F. (2015). Meaning change in a petri dish: Constructions, semantic vector spaces, and motion
charts. Linguistics Vanguard, 1(1), 339-350



Tokens per million words

The many a Noun construction

O An obsolescent construction, instead of a rising one
0O 2015 different nouns: study limited to the top 200

30 40
|
Types

20

10

50 100 150 200 250 300

N I Y I O Y N I Y O Y Y A
1830 1860 1890 1920 1950 1980 2010 1830 1860 1890 1920 1950 1980 2010



1830-1879

1880-1929

Weﬁ m ntb midnigit

hgfternoon
visit “megay en) ﬂ%xﬁ ‘@erth@m

cna

Occas(mncultﬁn’or ‘season @F ude
Instancecase qUeStiOn ain
passayje Cchange

seln 'U”esﬁurch

student miriistBplitician
member citizen

paiaee
IPI uéellold qdwzd‘u&%‘lﬂbrson
doo'flresld Cﬁ@re” woman trick

girlb talk
Iady m yg JOkefr‘ an
gb.«rlgman mandeﬁ # hglnﬁg eg
I )v@ray‘e
b|eb aq, tﬁ)romlse

hegghg u%%%onh)least wound
holsEi2h eye cheekoka) scar

midnight
me%T(K Tho afte sﬂ@
V|S|t chance | ‘tife meal wi

visitor
seasuh

casegga gédl?tnculty

instal "™Yrgument
Passagesermon questlon

3&”"%“  mink S chaysoue

palace head qﬁjlwdual Cr,r@r?%

doorcaDiMageeRousehpldi
fIrESIdtﬁomey parent%!? Wonfafiow thiFiFk
marriage irly joke
bo)g alk
dymajdy uf‘? paig
gentlemaradymaide
heartpra;}gﬁgmg
hors@ot ;’i%jy breast.ic scar
hatd® e ?elg slip ~ wound

€Y® dark  piece cup

Iow

'spring ﬂc@e{

- zpountain
strl

1930-1969

1970-2009

year
week~monthday ev%mngstorrrblgw
time Hour —aftermoon SPfNg

visitor
season suramer
cas9ccasion meal gg:?he flower yhorn
passage question mountain
argument mile

teachefstudq%ggg\jﬁfh usinéssman

collegey memberﬂg@&tpohtmlan
headB2hEt crlmlﬁﬁl\“dua'

ousehold man) trick
doorcabln fzﬁre ide parent o an ric
iage gintVOFET! joke g
pang
yeriucn oo heal t
2aul  |gue
step bOdy
horse
face i
<fin icce

month—Y &k nigm’nidnig..‘

time afternoon  all
o hour evening ~¢.-4on
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The many a Noun construction

O Wide distribution, with a few domains of predilection
0O Stable throughout the 19t century and early 20t

0 Most groups recede in the mid-20™ century

O Decrease in schematicity? Hard to tell

— The remaining types are very spread out (openness)

— The heyday of the construction is still recent: “legacy” effect?
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Periodization

O Distributional semantic plots are a useful tool to observe
the development of constructions

O However, it is limited by the arbitrary division of the data
— Periods of same length

— Might not be consistent with regards to semantics

O Changes are assessed impressionistically rather than
Inferred quantitatively



Periodization

O The problem of periodization was first exposed by Gries &
Hilpert (2008)

O They describe “variability-based neighbour
clustering” (VNC) as a method for automatic periodization

O Variant of agglomerative clustering algorithm

— Periods are grouped according to their similarity, following
some pre-defined criteria

— Only time-adjacent period can be merged

Gries, S., & Hilpert, M. (2008). The Identification of Stages in Diachronic Data: Variability-based Neighbor Clustering.
Corpora, 3, 59-81.



The VNC algorithm

O Starting point: data partitioned into “natural”’ time periods
(years, decades, etc.)

1. Look at all pairs of adjacent periods (e.g, 1830s-1840s,
1840s-1850s, etc.). Measure their similarity according to
some guantifiable property/ies.

2. Merge the two periods that are the most similar.

3. Calculate the properties of the merger as the mean
values of its constituent periods.

O Repeat until all periods have been merged.



VNC: an example

O VNC with one variable: frequency (Hilpert 2013: 36)
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Cambridge: Cambridge University Press



Distributional period clustering

O VNC on the basis of distributional semantic
representations of time periods (Perek, in prep.)

O For each period, extract the semantic vector of each
lexical item in the distribution from the DSM.

O Multiply each semantic vector by the frequency of
occurrence of the lexical item in the construction.

O Add all these vectors: this is the period vector.



Distributional period clustering

O Similarity between periods is measured by Pearson’s r
0O The VNC algorithm is run on the period vectors

O The output reveals the semantic history of the
construction:

— Early mergers correspond to periods of semantic stability.

— Late mergers of large clusters indicate semantic shifts.



The hell-construction
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The path-creation way-construction
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Summary

O The shapes of the dendrograms indicate different
historical scenarios:

— Hell-construction: gradually expanding construction

— Way-construction: variations in distribution in a “fully grown
construction

— Many a Noun: stable then gradually receding construction

O Did we really need distributional semantic information to
make these observations?



Comparison with “regular” VNC

0O Comparison with VNC based on purely distributional-
lexical information

— The representation of each decade is a list of verb-frequency

pairings
1830s  1840s  1850s
make 184 167 210
fight 9 16 19

dig 0 2 2

— Distance between periods also calculated with Pearson’s r

O The resulting dendrograms have similar shapes, with
some crucial differences



Distance (1-Pearson's r)

Distance (1-Pearson'sr)
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Distributional-semantic VNC
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Many a Noun
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Summary

O Distributional period clustering provide precise quantitative
measurement to impressionistic observations

O Helps modelling different kinds of semantic change with
dendrograms

0 Less sensitive to distributional quirks that do not have a
semantic basis

O Represents a step forward from regular VNC



Conclusion

O Distributional semantics is a very promising approach (not
that this audience needs convincing...)

O Turns the informal notion of meaning into a quantified
representation

O Appropriate for the study of constructional change
— Gives a semantic interpretation to changes in productivity

— Makes it possible to inform hypotheses about schematicity



Prospects for future research

O Look at the meaning of the construction itself

— Cf. advances in distributional approaches to compositional
semantics

— Compare distributional semantics of lexemes vs. lexemes in
constructions

O Control for semantic change of lexical meaning

— l.e., by using different distributional representations of the
same lexeme in different time periods

— Especially important for studying earlier time periods
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